
Chapter 2
Influence of Binocular Disparity in Depth
Perception Mechanisms in Virtual Environments

Matthieu Poyade, Arcadio Reyes-Lecuona, and Raquel Viciana-Abad

Abstract In this chapter, an experimental study is presented for evaluating the
importance of binocular disparity in depth perception within a Virtual Environ-
ment (VE), which is assumed to be critical in many manipulation tasks. In this
research work, two assumptions are made: Size cues strongly contaminate depth
perception mechanisms and binocular disparity optimizes depth perception for
manipulation tasks in VE. The results outline size cues as possible cause of depth
perception degradation and binocular disparity as an important factor in depth per-
ception, whose influence is altered by the position within a VE.

2.1 Introduction

In certain industrial environments, the simulation of design and training processes
is necessary and often involves manipulation tasks. Nevertheless, depending on the
nature of the industrial task, the simulation of these processes under real world
conditions may result limited and expensive due to logistical needs. In contrast,
manipulation in Virtual Environments (VE) may become an interesting alternative
to simulators based in real environments. Nowadays, technological improvements
concerning virtual reality devices allow for the design of reliable simulations, easily
reconfigurable and with a reasonable cost.

In the specific case of manipulation in VEs, the perception of depth is a decisive
factor. The goal of this work is to provide a better understanding of depth perception
mechanisms. The experimental study performed consists of two stages. First, the
study evaluated the magnitude of sensorial conflicts generated by objects size in
depth perception within a VE. Then, the study focused on the influence of binocular
disparity in the process of depth perception.
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2.2 Prior Work

Many studies have demonstrated the advantages of using stereoscopic visualization
in VEs [1–4]. Stereoscopic cues provide a noteworthy improvement of depth percep-
tion in a very realistic way [5, 6], intensifying perception of surfaces and materials
[7], and also facilitating spatial localization and navigation. Therefore, the already
proved benefits of stereoscopic visualization support its implementation within VEs
in which an accurate manipulation is required [3].

2.2.1 Depth Perception Mechanisms in Real World
and Depth Cues Theory

Human visual system consists of very complex mechanisms, which are able to per-
form complex tasks, such as simultaneously processing two visual stimuli received
from both eyes and generating a three-dimensional mental model. This mechanism
is well known as stereopsis and it refers to the visual system capacity of com-
puting coherently two monocular signals to create a three-dimensional view of an
environment.

According to the literature, stereoscopic view depends on binocular and oculo-
motor depth cues [7]. Binocular depth cues refer to the depth sensation provided by
the stereopsis by means of processing the slightly different retinal images of both
eyes, resulting from the human eyes horizontal separation. It is commonly assumed
that human eyes separation known as the average interocular distance, ranges from
6.3 cm to 6.5 cm [8]. Oculomotor depth cues comprise the sight accommodation
and convergence processes [7].

Depth cues theory refers to depth provided not only by binocular and oculomotor
depth cues but also by monocular depth cues. These last cues are known as pictorial
cues and are related to depth information provided by images. The most common
pictorial cues are occlusion, size, shade, illumination, texture, and color [6, 7].

The processing of depth cues by the visual system provides the sensation of depth
related to an object and its surrounding. Many works [6, 9–11] suggested the study
of depth perception taking into account both pictorial and stereoscopic (binocular
and oculomotor) depth cues.

In a stereoscopically displayed VE, the control of the stereoscopic cues is essen-
tial in order to avoid sensorial conflicts due to accumulation of various cues.

2.2.2 Stereopsis and Depth Perception in a Virtual Environment

Depth Perception in Computer Generated Images (CGI) is strongly enhanced by
stereoscopic vision. Furthermore, depth perception has demonstrated to improve
when depth information is provided by various depth cues associated to stereopsis
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instead of only pictorial depth cues [7]. Therefore, the VE must provide the appro-
priate depth cues.

Pfautz suggested a stereoscopic visualization omitting eyes accommodation.
Convergence is naturally performed at the focal distance of the observed virtual
scene. Therefore, only binocular depth cues supply depth information.

Binocular depth cues ensure that each eye has its own viewpoint of the CGI dis-
played on the screen. The display system supplies the stereopsis by displaying twice
each CGI considering a horizontal shift corresponding to the natural interocular dis-
tance. Perceived depth is illustrated in Fig. 2.1.

Fig. 2.1 Perceived depth in
front of and behind the
display panel.
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Equations 1 and 2 respectively show the inner and outer perceived p depth from
the projection area [12] as a function of the natural interocular distance e, the obser-
vation distance z and the displayed binocular disparity onto the screen d generated
by the shifted CGI.

p = z/((e/d) + 1) (1)

p = z/((e/d) − 1) (2)

2.2.3 Stereoscopic Display Technical Principles

OpenGL libraries are very efficient in generating stereoscopic visualization in VE.
These libraries allow for the use of several display functions [13, 14], such as the
orthogonal projection function in symmetrical or asymmetrical perspective known
as frustum which specifies the parameters of the camera attached to the user view-
points in the VE. Both eyes are represented by two cameras horizontally shifted by
the interocular distance.

Jones [12] and Holliman [15] proposed a method to convert depth between VE
and real world depending on the parameters of the OpenGL display function.

Many works have focused on the study of the depth perception in VEs. Never-
theless, depth perception is still not well understood and is controlled with difficulty
due to the numerous interactions between pictorial and stereoscopic cues.

Rosenberg [4] has experimentally studied the extent to which the interocular dis-
tance influences depth perception. He demonstrated the degradation of depth per-
ception to be a function of interocular distance when this distance exceeds certain
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limitations of a broad range. Nevertheless, his experimental design consisted in a
depth comparison of identical objects located close to the zero parallax plane. His
results were obtained attending to depth information provided by binocular cues,
but objects’ size might have strongly affected this perception.

One of the main goals of this experimental study is the evaluation of the influ-
ence of certain pictorial depth cues regarding the interocular distance in depth
perception. This experimental study is based on two hypotheses. The first hypoth-
esis establishes that object size influences depth perception in a higher extent than
stereoscopic depth cues, while manipulating objects of identical shape. The second
hypothesis considers the existence of an optimal binocular disparity to accurately
perceive depth in a VE.

2.3 Method

Fifteen volunteers (10 males, 5 females) were recruited from among students from
the School of Telecommunication Engineering of the University of Malaga. Partici-
pants were aged from 22 to 27 (μ = 24, σ = 1.69) and did not present any relevant
visual deficiency. None of them were economically granted for his/her participation
in this experiment.

The VE was implemented in Microsoft Visual C++ version 6.0 using the OpenGL
libraries. Stereoscopic visualization was provided in the VE by using two asymmet-
rical oblique frustum functions shifted one from the other by the binocular distance,
which was modified depending on the experimental conditions.

The experiment was performed on a PC (Pentium3 at 1 GHz, 1 GB RAM and
graphic card INTENSE3D Wildcat Pro 4210 120 Hz) with a flat CRT screen IIyama
Visión Master Pro 514 (width 300 mm, height 400 mm) customized for stereoscopic
visualization using a CrystalEYES R© workstation from StereoGraphics R© corpora-
tion. The workstation consisted of a pair of standard LCD shutter glasses and an
infrared emitter. CrystalEYES R© shutter glasses provided to each eye its respective
viewpoint of the VE displayed on the screen while the infrared emitter synchronized
each viewpoint frequency to the half of the graphic card rendering frequency, i.e. at
60 frames per second.

2.3.1 Procedure

Participants were seated in front of the projection area at an approximate distance
of 1 m. Their movements were restricted to the front of the display area. Interac-
tion with the VE was based on virtual objects displacement using the keyboard.
The screen was elevated in order to horizontally align participants’ glance with the
displayed virtual scene, as shown in Fig. 2.2a.
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Fig. 2.2 (a) Installation of the experiment, (b) experimental design of the first stage, (c) experi-
mental design of the second stage
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Experimental design consisted of 15 scenarios which gathered different exper-
imental conditions, according to a full factorial design, randomly ordered with an
incomplete counter balanced design.

Before starting the experiment, participants performed a training trial in which
they were asked to play with the virtual scene, by moving the virtual object inside
and outside the screen. The objective was to detect whether they were affected by
any visual disorder and also to get them familiarized with the stereoscopic display.

Then, participants received instructions concerning the aim of the experiment,
design consideration (virtual objects may have different sizes) and temporal char-
acteristics (duration: 35 minutes, 2 breaks strategically planned). Furthermore, they
were informed about their right to rest whenever they wanted.

To evaluate participants’ depth perception, the experiment consisted of different
scenarios where they were asked to place an object at the same depth than a static
reference. These scenarios were classified in two stages.

In the first experimental stage, the virtual scene consisted of two floating cubes
colored and placed in a dark green background. The participants had to place the
dynamic cube, located at their right side, at the same depth than the reference left
object (see Fig. 2.2b). Movement of the cube was allowed in the Z-axis direction,
inside and outside the screen, using the arrows keypad.

During the two sessions of this stage, depth perception was evaluated as a
function of three factors (independent variables): the binocular disparity (0.0 cm,
1.0 cm, 3.0 cm, 6.4 cm, and 9.0 cm); the positions within the VE (inside the screen:
−17.9 cm of perceived depth, at parallax zero: 0.0 cm of perceived depth, and out-
side the screen: 18.0 cm of perceived depth) and the objects’ size (both objects sized
equal, one object was twice bigger than the other one and vice versa).

In the second experimental stage, the graphical design was made in order to avoid
any influence of objects size. Therefore, an important contaminant factor of depth
perception was cancelled. In this stage, the task consisted in positioning two differ-
ent objects at equal depth. Participants had to place a horizontally laid torus onto
a cone-shaped object, in such a way that if the torus was released, it would fit per-
fectly onto the base of the cone-shaped object (see Fig. 2.2c). Participants could
only move the torus following the Z-axis direction, inside and outside the screen,
by pressing the arrows keypad. Again, participants’ errors during the placement in
depth of the torus were used to evaluate their depth perception. As in the first stage,
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position and binocular disparity were controlled as independent variables. In both
stages, the dependent variable was the difference of depth between the manipulated
object and the reference object (left side cube or cone). The computation of this dif-
ference was made when participants confirmed the object position by pressing the
space bar. These differences were related to distances in the virtual world expressed
in Virtual Units (VU).

2.4 Results

The experimental results were analyzed with a two way ANOVA (ANalysis Of
VAriance) of repeated measures. Furthermore, this analysis was carried out con-
sidering three independent factors (object size, position, and binocular disparity) in
the first stage of the experiment and two (position and binocular disparity) in the
second stage. In both stages, the dependent variable was the difference of depth
position between both objects within the VE, referred onwards as error measure.

2.4.1 Results of the First Stage

The error measure was strongly and significantly influenced by the size factor
(F(2,13) = 28.789, p < 0.001). As it was expected, when objects sized differently,
error magnitude in the task of placement increased. Nevertheless, the influence of
the binocular disparity factor (F(4,11) = 1.196, p < 0.366) and the position factor
(F(2,13) = 0.792, p < 0.474) in the error measure were not found significant.

This analysis also revealed the existence of a significant interaction between
size and position factors (F(4,11) = 7.734, p < 0.003). Furthermore, the interaction
between size and binocular disparity factors was also nearly significant.

Figure 2.3 shows the magnitude of the average error in the task of placing the
virtual object in depth as a function of the three previously specified factors. As it
can be seen in this figure, the difference in the depth position estimated between the
dynamic object and the reference one was influenced by the difference in their sizes.
Thus, the placement errors were of high magnitude and with a positive sign when the
dynamic object was the biggest, while these errors were also of high magnitude but
negatively signed when dynamic object was the smallest. So the participants uncon-
sciously relied on the size cues to place dynamic objects. Moreover, the influence
of the binocular disparity on the magnitude of the average error can also be seen
in Fig. 2.3. Thus, the more the binocular disparity increased, the more the magni-
tude of the average error decreased. As well, the average error magnitude was more
important in the case of further objects (Fig. 2.3a) than in the case of closer objects
(Fig. 2.3.c).
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Fig. 2.3 Results of the first stage of the experiment. Curves representing the average error evolu-
tion in the task of placement in depth as a function of binocular disparity (expressed in cm) with
different size relation
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2.4.2 Results of the Second Stage

The analysis of the second stage revealed that both cues significantly influenced
depth perception: position (F(2,13) = 10.853, p < 0.002) and binocular disparity
(F(4,11) = 9.710, p < 0.001). Results also showed a significant interaction between
both factors (F(7,8) = 7.567, p < 0.007).

The influence of both factors in the error measure is shown in Fig. 2.4. Each
curve shows the results for one of the three possible positions within the VE.

Fig. 2.4 Results of the
second stage. Curves
representing the average error
in the task of placement in
depth as a function of
binocular disparity (expressed
in cm) and position
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Results confirmed the high influence of binocular disparity cues. Regarding the
influence of position, results logically revealed that the closer the virtual scene was
located from the participant, the more effective was the placement.
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Moreover, averaged position errors always showed a positive sign; participants
tended to place the torus closer than the cone, presenting a constant error skew.

Figure 2.4 also illustrates the influence of binocular disparity in depth percep-
tion. Results obtained in the case of position close to zero parallax plane showed
an asymptotic reduction in the error when binocular disparity increased. Hence in
this condition, for disparity values higher than 3.0 cm the error got stabilized. In the
case of distant and near position, there were optimal values of binocular disparity
(respectively 6.4 cm and 3.0 cm). Therefore, a deterioration of depth perception was
found when binocular disparity increased over this optimum.

However, in the case of near position, the error decreased for binocular disparity
values higher than 6.4 cm. The reason is that participants compensated an experi-
mental misconception by bringing back dynamic objects. Effectively, regarding the
proposed depth information, participants tended to place dynamic objects beyond
the allowed manipulation limits.

2.5 Discussion

In the first experiment stage, results have demonstrated the high influence of the
objects size in mechanisms of depth perception in contrast with binocular disparity.
These findings are in accordance with previous works which have also analyzed this
influence [6, 16]. The analysis performed has revealed that objects size generates
important errors in the perception of depth [16]. Thus, in the first stage of the exper-
iment, participants’ depth perception was built upon size cues and binocular cues
neglected, due to the use of identically shaped objects.

Other experimental studies [4, 12, 15] focused on analyzing the influence of sev-
eral depth cues in depth perception mechanisms have also carried out experiments
without avoiding possible size influences. This first study has outlined the necessity
of removing size cues which can conceal other cues influence. Therefore, a new
experimental design has been proposed for a second stage of the experiment. This
design dealt with two differently shaped objects to avoid size cues predominance.

According to the aforementioned studies [4, 12, 15], the second study has been
performed based on the assumption that depth perception is influenced by binocu-
lar disparities. Therefore, binocular cues should be an important factor to improve
accuracy of tasks that basically consist in placing a virtual object in depth. Results of
this second study have proved depth perception to be influenced not only by binoc-
ular disparity but also by objects position. Thus, participants’ average error placing
an object in depth has been influenced by both factors. Differences found in the
magnitude of the average error as a function of binocular disparity among positions
have suggested that, with moderate values of disparity, the closer the objects are, the
more accurate the depth perception is. Nevertheless, this last relation has not been
found in conditions of high binocular disparity. Therefore, high values of binocular
disparity do not guarantee an accurate depth perception. This last finding supports
the idea of using lower anti-natural binocular disparity even if the VE is strongly
distorted [4, 15].



2 Binocular Disparity in Depth Perception Mechanisms in Virtual Environments 21

The second experiment has also revealed that for objects placed close to the zero
parallax plane, the depth perception error has tended asymptotically to a minimum
value as the binocular disparity has been increased. This relation agrees with the
results obtained by Rosenberg [4] in identical conditions. Nevertheless, Rosenberg
has not considered the study of depth perception when objects were located fur-
ther or closer than the zero parallax plane. In contrast with Rosenberg findings, in
these last two cases, high values of binocular disparity have been found inefficient
at improving accuracy of depth perception.

2.6 Conclusion

The understanding of depth perception mechanisms is a crucial issue to allow for
accurate manipulation in a VE.

This work has evaluated the influence in depth perception of certain cues, such
as size and binocular disparity. The size factor has been outlined as a possible cause
of depth perception degradation. The findings presented substantiate that objects
size strongly influences depth perception. Therefore, the analysis of the influence of
other depth cues should be made avoiding this effect.

Previous studies have demonstrated binocular disparity as an important factor
in depth perception. The analysis performed has also revealed that this influence is
altered by the objects position. Thus, in case the virtual scene is located close to the
zero parallax plane, an accurate perception of depth is ensured by a large range of
binocular disparity values. Nevertheless, if the virtual scene is located much further
or closer than the zero parallax plane, depth perception is accurate for binocular
disparity included in a range slightly inferior to the natural eye separation.

Manipulating in depth in VEs is delicate and requires more investigation involv-
ing more participants. One possible approach of investigation relies on including
proprioceptive and haptic cues to evaluate depth in a VE, by using haptic devices as
manipulation interface.
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13. Hearn D and Baker MP (1995) Gráficas Por Computadora con OpenGL. Prentice Hall, Madrid
14. Lipton L (1991) Stereographics, Developers Handbook. StereoGraphics Corp
15. Holliman N (2004) A mapping perceived depth to regions of interest in stereoscopic images.

Proc. SPIE Int Soc Opt Eng, 5291: 117–128
16. Sweet BT and Kaiser MK (2006) Integration of size and binocular disparity visual cues in

manual depth-control tasks. Coll. Technic. Papers. AIAA Model. Simulat Technol Conf 2006,
2: 933–957


	to 2  Influence of Binocular Disparity in Depth Perception Mechanisms in Virtual Environments
	2.1 Introduction
	2.2 Prior Work
	2.2.1 Depth Perception Mechanisms in Real World and Depth Cues Theory
	2.2.2 Stereopsis and Depth Perception in a Virtual Environment
	2.2.3 Stereoscopic Display Technical Principles

	2.3 Method
	2.3.1 Procedure

	2.4 Results
	2.4.1 Results of the First Stage
	2.4.2 Results of the Second Stage

	2.5 Discussion
	2.6 Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




