
Novel approaches to production and 

post-production of immersive VR/360 

audio-visual experiences. 

Ronan Breslin, Dr. Jessica Argo and PoliPetrova



Why 360 or VR? 

Åimmersion and presence

Åplace the viewer in an other world

Åallow them to experience an otherõs perspective

Åinduce emotions and/or visceral sensations

Åreplicate reality? or go BEYOND reality?

Applications ðInteractive (Games/Movies) or Linear(Experiential, 

Storytelling/Cinematic)

Åsports (TV, tourism)

Åhealthcare (relaxation or exposure therapy)

Åempathy, social change (UN VR)

Åconceptual art and narrative filmmaking ðneeds simple workflows for a 

new generation of content creators. 



Challenges: technical and aesthetic

Åkey objective is to create a meaningful, realistic (or hyperreal) 
soundscape that coincides with the viewerõs head movements ð
crucial for immersion!

Technical

Åthe point of audition must adhere to 
the point of view ðaccurate head 
tracked spatial audio movements

Åprocessing power for metadata 
individual object-based-audio sources 

Åprocessing power for higher order 
ambisonics(Lee 2016)

Åreverberation zones (for walk 
throughs, 6 Degrees of Freedom 
interaction)

Aesthetic

Åan authentic rendering of the real-
world? Or additional foley, voice-
over and music (according to 
audience expectations from fixed, 
static film and TV)

Åis there too much going on? sound to 
focus the viewer? òreal virtualityó and 
òsalienceó (Chalmers 2009 in 
Grimshaw2015)

Åspatial sounds to push the narrative, 
induce intense emotions.



Aesthetic opportunities

ÅVR and 360 film is an emerging medium ðwe will devise new techniques to elicit 

intense emotions and visceral sensations - sound will be the main driver of the narrative

Åhow can we get the audience to focus in on different elements of the 360 visual through 

audio? (conversely how can the viewersõ gaze attenuate the levels of the sounds heard?)

Åimagine you are a soldier in a fieldé



Accessibility for new content-creators

ÅTwo stages of democratization

Å From high end military to technical computer science university departments

Å now the workflow must be accessible to diverse content creators such as artists and filmmakers. 

Ånew workflows should diminish the elitist exclusivity (until recent years VR previously just 

in military or academic labs)

Åartists and filmmakers can now create 360 and VR content, not just for computer 

scientists. Artists used to be dependent on a technology consultant ðnow the artist can 

work autonomously. (e.g. fish in the gallery SidselMeinecheHansen, No Right Way 2 

CumTransmission 2016 / Siren Servers ( 2017) The Butler Brothers, isodesign, Giles 

lamb & numbercult). 

Åòthe sound of the smell of my shoesó Grimshaw2015)



360° Video and Audio 

Å Not strictly VR but often referred to as such. 

Å Facebook 360 spatial audio workstation and Google VR spatial audio engine ðbinaural audio for 

headphones (Facebook supports 8channel 360 master and a separate stereo head-locked audio encoded 

with its video)

Å Unity (Ffmodand Wwiseðevent-line similar to timeline in digital audio workstations

There are a range of 360° cameras currently available.

Å Consumer/Prosumer: Samsung Gear 360 (£400)

Å Mid to High: GoProOmni (£5k)

Å High: Nokia Ozo (£42k)

Å FFS!!!: 360 Designs Eye ($250k to $500k)



No longer channel based audio ð

Scene-based-audio and Object-based-audio

ÅSpatial audio simulates how people hear sound in the real world ðsound 
originates from all around. simulate this by anchoring sounds to objects and 
positing them in relativity to the camera (Facebook 360 or AmbisonicToolkit)

ÅChannel based audio ðdifficulty adapting to dynamic head tracking, sound 
coloration

Å5.1 only moves sound along a horizontal plane. 

Åscene based audio can be captured using a soundfieldmicrophone ð
orientation rotates according to the viewerõs head movements.

Åobject-based-audio (Dolby Atmos) ðeach sound object has metadata 
attached that dictates their position in the space, and their movement 
behavior and reverberation characteristic, should be mono sources, panned 
around the òvirtual speaker arrayó (Google VR). 

Åinterauraltime, level and phase difference (ILD, ITD, IPD), head-related 
transfer function (HRTF). reflected and direct sound. 

Åòphysically-basedó (scene-based-audio) versus òartistic-basedó (object-
based-audio) (Altman, Krauss, Susaland Tsingos2016)



Healthcare

Respite

Åa virtual sensorial opposite offers a distracting analgesic for a burns victim who 
was immersed in a òsnow-world sceneó (Hoffman et al., 2011)

ÅAtmosphaeres360 nature, travel and wellness experiences.  (Fassbender2014) 

Simulation of PTSD/phobias. 

Åin exposure therapy a user confronts their fear in a controlled environment (such 
as augmented reality cockroaches crawling over the userõs hand or traumatised 
war veterans re-enacting a combat situation with a virtual reality visualisation) 
(Breton-Lopez et. al 2010)

ÅImmersive Soundscapes to Elicit Anxiety in Exposure Therapy: Physical 
Desensitization and Mental Catharsis



Empathy

Å UN VR

Å a refugee camp, guided by a young girl ðinspire a 

virtual connection between policy makers and the 

displaced

Å ebola-stricken streets, schools, hospital and burial 

grounds in Liberia

Å Notes on Blindness: Into Darkness (2016),conveyingòa 

world beyond sightó the imagery produced by attentive 

listening when deprived of sight.

Å EXIT (2015)  panoramic data visualisationof cultural 

theorist Paul Virilio Scofidioet al 2015



Conceptual Art & Filmmaking

ÅChar Daviesõ (1995) Osmosea seminal VR 

artwork -òa space for exploring the perceptual 

interplay between self and worldó

ÅAvril Furness (2016) The Last Moments, Dignitas

ÅJayishaPatel (2017) Notes to My Father, a story 

of a human trafficking survivor,places the viewer 

in a train carriage full of ogling men. 



Sports

ÅNowadays, sports broadcasts are a huge business (Scudaet al., 2016). 
These films inspire people to take up a new hobby, learn about the 
athleteõs physical and mental limit, and take the audience to remote 
places of the world that only a limited few can go to.

Åaudio for sports videos is produced with regards to the audienceõs 
expectations (Scudaet al., 2016). 

Åe.g. hear the swish of the net at a basketball game, despite the sound being 
inaudible to those present at the actual arena. 



Glasgow 2018 European Championships

ÅGo Pro Omni camera and 

SoundfieldST350 microphone rig 

(and spot microphones)

ÅVelodromeracing, Scottish 

Universities Rowing Regatta, Ladies 

Scottish Open (golf), gymnastics, 

The British Diving Championships, 



Capture Workflow

SoundfieldMic

GoProOmni

Synchronisevia clap

recorded on

Zoom H6

direct 

ingest

saved on 

internal 

storage

logging

B-format

INGEST

GoProOmni 

Importer

Autopano

VideoPro/Giga 

stitching and 

prioritisedrender as MP4

Final Cut Pro X 

(viewed with 

Dashboard VR plugins 

ðFX factory)

MP4 

.mp4 x 6

FIELD RECORDING POST PRODUCTION

output

iFFmpeg

conversion
Avid DNxHD(.mov)

output

edited/sync B-format audio

output

Reaper (with Facebook 360 

Spatial Audio Workstation)



Monitoring on Oculus Rift



Sound mixing process

SoundField
audio was 

rendered to a 4 
channel B-

Format track

Location          
B-Format sound 
synchronized in 
FCPX/Premiere 
Pro, individual 
audio tracks 

were imported 
into Reaper. 

The B-Format 
audio placed on 

a track with 
Facebook 360°
Spatial Audio 
StationÊ 
(FB360) 

Spatialiser
plugin.

Other 
production 

sounds were 
track laid as 

mono or stereo 
tracks

the object-
based-audio 

are positioned 
in different 

places in space

The mix needs 
to be separated 
into SBA, OBA 

and Head-
locked stereo. 


